
 

Machine Learning 202 

Homework 2 

Mike Bowles, PhD & Patricia Hoffman, PhD 

This problem refers to Professor Jerome Friedman's paper: Greedy Function 
Approximation: A Gradient Boosting Machine (see reference below).  Use 
Friedman's equations (39) and (40) on page 16 to generate 100 continuous 
(real valued) functions. Fit gradient boosted trees using a squared error loss 
function.  Summarize the performance of the 100 gradient boosted trees that 
the r function, gbm, created. 

 

Here is the link to the paper:  
 
Greedy Function Approximation: A Gradient Boosting Machine by Jerome Friedman 
 
http://www-stat.stanford.edu/~jhf/ftp/trebst.pdf 
 
 
 
Page 16  follows 

http://www-stat.stanford.edu/~jhf/ftp/trebst.pdf


 


